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Overview

In the last reporting period, we have completed the task on applying causal discovery to systematically find emergent
constraints. We have worked on developing new causal inference algorithms for high-dimensional data sets, as well
as novel conditions independence tests that these algorithms employ. We have applied existing causal inference
algorithms to analyse and evaluate climate model data from the Coupled Model Intercomparison Project (CMIP).

Report for Task (i) Development and application of latent causal discovery methodology for obser-
vations CMIP model evaluation

The ESMValTool (Eyring et al., 2020|) preprocessor as well as existing and newly created diagnostics are used to
preprocess ECMWEF ERA-5 reanalysis and CMIP simulations. These data are used to study causal networks using
PCMCI. Several topics are addressed including the evaluation of CMIP6 models based on causal networks related to
Arctic-midlatitude teleconnections (Galytska et al., 2022)). For Arctic-midlatitude teleconnections as well as major
modes of climate variability and their teleconnections between Atlantic and Pacific, latent PCMCI (LPCMCI), that
allows for latent confounders, was tested, but the final analysis are based on PCMCI+, because LPCMCI was not
well applicable in these cases due to too small sample sizes (Karmouche et al.l |2023)).

Report for Task (ii) Development and application of mixed-type causal discovery for observations
and CMIP model evaluation

The analysis of modes of climate variability was taken further to include non-continuous data due to distinct regimes
with different causal networks. [Karmouche et al.| (2023) used filters based on smoothed indices for Atlantic (AMV:
Atlantic Multidecadal Variability) and Pacific (PDV: Pacific Decadal Varibility) variability to do Regime-oriented
causal discovery using PCMCI+ on Reanalysis and CMIP6 Large ensembles (LEs), see Fig. [l The networks and
network similarity between LE simulations and reanalysis data differed for the selected regimes, with the best
similarity when PDV and AMYV are out of phase. This work shows, that causal discovery complements the available
diagnostics and statistics metrics of climate variability providing a powerful tool for climate model evaluation.
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Figure 1: From (Karmouche et all 2023): Reference causal network estimated from reanalysis during the Out-of-
Phase regime (left, with low-pass AMV and PDV time series below) compared to networks and time series from
three CMIP6 simulations (right, with simulated low-pass AMV and PDV time series below each network) with the
best network similarity i.e. highest F1-score.



Report for Task (iii) Application of Causal Discovery to systematically find emergent constraints

We completed the work on a simplified stochastic climate model that outputs gridded data and represents climate
modes and their teleconnections through a Spatially Aggregated Vector-Autoregressive (SAVAR) model (Tibau
et al.,2022)). This model is used to construct benchmarks and evaluate causal discovery methods on spatiotemporal
data, see e.g. (Debeire et al., [2023 in preparation)).

Report for Task (iv) Development and application of methods for causal inference with high-
dimensional spatio-temporal data sets

In (Wahl* et al| (2022 accepted at AAAT), a novel density estimation based technique was developed to distinguish
cause from effect, when the variables are high dimensional. We tested the method on the effect of the surface
temperature of the ENSO 3.4 region over British Columbia. We also developed a novel conditional independence
test (Gunther et al., [2022) when the data is heteroscedastic.

Report for Task (v) Application of extreme event detection machine learning techniques for CMIP
model analysis

Extreme temperature events were detected using Gaussian mixture models (GMMSs) to analyze the change in their
frequency using CMIP6 data sets under different global warming level scenarios (Pacal et all [2023 under review
for JGR - Atmosphere.). Additionally, GMMs are used to show how the temperature distribution changes for
future scenarios. Classical drought indices (standardized precipitation index SPI and standardized precipitation
evapotranspiration index SPEI) were computed with ESMValTool (Weigel et al. 2021) and compared between
CMIP6 and reanalysis data (Weigel et al.l |2023 in preparation)).
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