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Overview

In the last reporting period, we have developed bagged PCMCI+ algorithm to get a measure of confidence for the
links based on bootstrapping. We have worked on developing new causal discovery algorithms for high-dimensional
data sets and different regimes as well as methods to infer causally meaningful representations from data. We
have applied existing causal inference algorithms to better understand the causal drivers for specific cloud regimes,
atmospheric chemical-dynamical processes and Atlantic-Pacific interactions based on observations and climate model
data. To detect extreme events, we used Gaussian mixture models and variational autoencoders.

Report for Task (i) Application of state-of-the-art causal discovery methods for observations and
earth system model evaluation

We applied PCMCI, PCMCI+, and LPCMCI to identify causal relationships between variables involved in air-sea
interactions within the Eddy Rich Earth System Models (EERIE) Horizon 2020 project and for modelling data
of atmospheric chemical-dynamical processes for a project funded by the university of Bremen. We also started
to apply Bagged-PCMCI+, the bootstrapped version of PCMCI+ (Debeire et al., 2024), to test the robustness of
resulting causal networks (see Fig. 1).

Figure 1: From (Debeire et al., 2024): Schematic example of Bagged-PCMCI+. (A) Time series for a model; (B)
Ensemble of B = 100 estimated causal graphs obtained by applying PCMCI+ to each bootstrap dataset. Green
links: true positives, red links: false positives, numbers next to the edges: non-zero time lags. (C) Graph obtained
by aggregating the ensemble of graphs with confidence scores and visualized as the thickness of edges. (D) Ground
truth causal graph of the model. (E) Estimated causal graph.

Report for Task (ii) Development and application of mixed-type causal discovery for observations
and CMIP model evaluation

A mixed-type independence test was developed in (Popescu et al., 2023). For the analysis of causal drivers of cloud
regimes, filter based regime oriented analysis (task (iii)) was used instead of mixed-type causal discovery.

Report for Task (iii) Development and application of methods for regime-dependent causal discovery

Günther et al. (2023) developed a PCMCI-based method for regime-dependent causal discovery. In Günther et al.
(2023) applied methods from regime-based causal discovery to explore drivers of river discharge. Fons et al. (2023)
investigated a regime-dependent problem of aerosol perturbations using causal inference.We applied filter based
regime-dependent causal discovery to analyze major modes of climate variability and their teleconnections between
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Atlantic and Pacific, evaluating CMIP model data (Karmouche et al., 2023b) and assessing the importance of
external forcing (Karmouche et al., 2023a).

Report for Task (iv) Development and application of methods for causal inference with high-
dimensional spatio-temporal data sets

Wahl et al. (2023) introduced a formal framework for causal discovery on vector-valued variables. Bing et al. (2024)
discuss the problem of identifying latent causal representations from observational data. Debeire et al. (2024)
introduces a technique for uncertainty quantification in causal discovery through bootstrapping. Kaltenborn et al.
(2023) introduced a large-scale climate dataset as a test bed for causal inference and machine learning methods.

Report for Task (v) Application of extreme event detection machine learning techniques for CMIP
model analysis

Building up on the analysis of heat waves based on Gaussian mixture models (GMMs) (Paçal et al., 2023), we
started to use variational autoencoder (VAE) to detect extreme events in multivariate data. The standardized
precipitation evapotranspiration index (SPEI) was computed to detect droughts and to analyze the dependency of
changes of their frequency on climate sensitivity in climate model projections (Swaminathan et al., 2024).
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